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0 mameil6 / LLM Web_search

¢ Give your local LLM the ability to search the web!

This project gives local LLMs the ability to search the web by outputting a specific command. Once the command hz
been found in the model output using a regular expression, duckduckgo-search is used to search the web and retur
a number of result pages. Finally, an ensemble of LangChain's Contextual compression and Okapi BM25 (Or
alternatively, SPLADE) is used to extract the relevant parts (if any) of each web page in the search results and the
results are appended to the model's output.

Assistant

How can I help you today?

You
Do you know about GPT-4?

Assistant

Yes, I have heard of GPT-4. It is a highly anticipated artificial intelligence model that is expected to be more
advanced than its predecessor, GPT-3. However, since it has not been officially released yet, there might be some
discrepancies in the information available online. Search_web: "GPT-4"

Search tool:

Result 1:

Generative Pre-trained Transformer 4 is a multimodal large language model created by OpenAlI,
and the fourth in its series of GPT foundation models. It was initially released on March 14,
2023, and has been made publicly available via the paid chatbot product ChatGPT Plus, and via

OpenAl's API. As a transformer-based model, GPT-4 uses a paradigm where pre-training using both
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